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Abstract—Body Mass Index (BMI) is a critical indicator of an individual's health status, serving as a fundamental metric in 

assessing weight-related risks. With the escalating prevalence of obesity and associated health concerns globally, accurate and 

efficient methods for BMI detection are imperative. Machine learning (ML) algorithms have emerged as powerful tools in this 

domain, offering innovative approaches to BMI prediction and classification. This paper presents a thorough review of various 

ML techniques employed in BMI detection, highlighting their strengths, limitations, and potential applications. The review 

encompasses a wide range of studies and methodologies, providing insights into the current landscape and future directions of 

BMI detection using ML. 
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1. INTRODUCTION 

In the contemporary landscape of healthcare and wellness, the BMI stands as a fundamental metric 
in the assessment of an individual's weight status and associated health risks. Originally devised by the 
Belgian polymath Adolphe Quetelet in the early 19th century, BMI has since become a cornerstone of 
modern preventive medicine, guiding clinical decisions, public health policies, and personal wellness 
strategies. Defined as an individual's weight in kilograms divided by the square of their height in meters, 
BMI provides a simple yet powerful indicator of body composition, aiding in the identification of 
potential health issues such as obesity, malnutrition, and related chronic diseases. The escalating 
prevalence of obesity and overweight conditions globally has underscored the importance of accurate 
and efficient methods for BMI detection. Traditionally, BMI calculation involves manual measurements 
of weight and height, followed by the application of standardized formulas to derive the index. However, 
this approach is susceptible to human error, subjectivity in measurement techniques, and may not fully 
capture the complexities of individual body composition variations. Moreover, the static nature of 
conventional BMI calculation overlooks dynamic changes in weight and body composition over time, 
limiting its utility in long-term health monitoring and personalized healthcare interventions. Current data 
for obesity is depicted in the Figure 1 [1].  

In recent years, the advent of machine learning (ML) techniques has revolutionized BMI detection, 
offering automated, data-driven approaches that leverage large-scale datasets and advanced algorithms 
to enhance accuracy, efficiency, and scalability. Machine learning, a subset of artificial intelligence (AI) 
focused on the development of algorithms that can learn from and make predictions or decisions based 
on data, provides a versatile framework for BMI detection by extracting patterns, correlations, and 
insights from diverse sources of information. This comprehensive review aims to explore the landscape 
of machine learning techniques for BMI detection, providing an in-depth analysis of various 
methodologies, algorithms, and applications in the field. By synthesizing existing literature, empirical 
studies, and technological advancements, this review seeks to elucidate the strengths, limitations, and 
potential avenues for future research in ML-based BMI detection. 
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Fig. 1. Gender wise Statistics for BMI in current year 

A. The role of Machine Learning in BMI detection 

In recent years, machine learning has emerged as a transformative force in healthcare, offering 
innovative solutions to complex problems in medical diagnosis, treatment optimization, and health 
management. Within the realm of BMI detection, machine learning techniques hold immense promise 
in augmenting traditional approaches, offering automated, data-driven methodologies for accurate and 
personalized assessment of weight status and related health risks. Unlike conventional BMI calculation 
methods, which rely on static formulas and manual measurements, machine learning algorithms have the 
capacity to learn from large-scale datasets comprising diverse sources of information, including 
electronic health records, wearable device data, medical imaging, and genetic profiles. By harnessing the 
power of advanced algorithms such as neural networks, support vector machines, decision trees, and 
ensemble methods, machine learning enables the extraction of complex patterns, correlations, and 
predictive models from multidimensional data, thereby enhancing the accuracy and granularity of BMI 
detection. 

Moreover, machine learning facilitates the integration of longitudinal data and real-time monitoring 
capabilities, enabling continuous tracking of weight fluctuations, dietary patterns, physical activity 
levels, and other behavioral factors that influence BMI dynamics. This dynamic approach to BMI 
detection enables early detection of deviations from healthy weight trajectories, empowering individuals, 
healthcare providers, and public health authorities to intervene proactively and implement targeted 
interventions for obesity prevention and management. 

2. LITERATURE REVIEW 

The research described in [1] leverages machine learning algorithms, specifically gradient boosting 
and random forest, to predict BMI values and statuses using psychological variables, such as depression. 
Achieving over 80% accuracy, the study highlights the stronger predictive power of negative 
psychological variables like depression in determining BMI values. In [2], Convolutional Neural 
Networks (CNNs) are used for scene classification and emotion detection in the CIFAR-10 and KDEF 
databases. The method involves transforming data into the wavelet domain to enhance accuracy and 
efficiency by integrating both low and high-frequency features. Experimental results indicate a notable 
accuracy improvement to 90%, surpassing that of spatial domain CNNs and Stacked Denoising 
Autoencoders. 

A two-step Random Forest approach for feature selection in intrusion detection systems is detailed in 
[3]. Initially, the method identifies features with high variable importance scores, which then guide the 
final feature subset selection for classification and interpretation. The technique, tested on the KDD'99 
intrusion detection datasets (derived from DARPA 98), eliminates redundant records, ensuring unbiased 
classifiers and feature selection. This approach reduces input features and computational time while 
enhancing classification accuracy to 85%. In [4], a machine learning model predicting body weight 
changes over three years was developed using extensive data from 50,000 Japanese men aged 19-91. 
Utilizing heterogeneous mixture learning technology (HMLT), the model created five predictive 
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formulas, emphasizing the significant impact of lifestyle on weight loss, especially among individuals 
with high BMI and young people with low BMI. While its accuracy rivals multiple regression models, 
the model requires validation in diverse populations, including different ethnic groups, to support 
personalized weight management. 

The study in [5] developed a machine learning method for clinical BMI classification using a dataset 
of 1316 individuals from Ardabil city. Various classification algorithms, such as Random Forest, 
Gaussian Naïve Bayes, Decision Tree, Support-Vector Machines, Multi-layer Perceptron, K-nearest 
neighbors, and Logistic Regression, were applied. Results showed 45.8% of samples were normal, while 
54.2% were at risk, with LR, MLP, and DT algorithms exhibiting higher accuracy in identifying at-risk 
individuals. A deep feature pooling approach for BMI prediction is proposed in [6], addressing the 
limitations of hand-crafted geometrical face features and face-level deep convolutional neural network 
features. By pooling features from different facial regions like the eyes, nose, eyebrows, and lips, the 
Reg-GAP model significantly improves prediction performance. The method outperforms previous 
approaches on the VisualBMI, Bollywood, and VIP attributes datasets, with improvements of 22.4% on 
VIP-attribute, 3.3% on VisualBMI, and 63.09% on Bollywood. 

Deep learning's rapid advancement is surveyed in [7], highlighting its state-of-the-art performance in 
various fields such as image processing, computer vision, speech recognition, and machine translation. 
This survey encompasses developments in Deep Neural Networks (DNN), Convolutional Neural 
Networks (CNN), Recurrent Neural Networks (RNN), Auto-Encoders, Deep Belief Networks (DBN), 
Generative Adversarial Networks (GAN), and Deep Reinforcement Learning (DRL), focusing on 
advances post-2012, including frameworks, SDKs, and benchmark datasets. The study in [8] introduces 
Timeline, an interpretable deep learning model for predictive modeling of Electronic Health Records 
(EHR). Timeline learns time decay factors for each medical code, reflecting the lasting impact of chronic 
versus acute conditions on future visits. By enhancing vector embeddings of visits, Timeline improves 
prediction accuracy over state-of-the-art RNN-based models while providing valuable insights into its 
predictions. 

Research in [9] used machine learning models to distinguish purebred taurine cattle from crossbreds, 
addressing concerns about crossbreeding threatening the genetic heritage of taurines native to West 
Africa. Random Forest and RBF Kernel SVM models showed the highest accuracy, with feature 
importance scores highlighting discriminating traits. A deep convolutional neural network described in 
[10] was trained to classify 1.3 million high-resolution images from the LSVRC-2010 ImageNet training 
set. The network, featuring 60 million parameters and 500,000 neurons, achieved top-1 and top-5 error 
rates of 39.7% and 18.9%, respectively, utilizing non-saturating neurons and efficient GPU 
implementation. 

3. BACKGROUND AND SIGNIFICANCE 

This section provides an overview of BMI and its significance in health assessment. It discusses the 
limitations of traditional BMI calculation methods and introduces the role of ML in addressing these 
challenges. Furthermore, it highlights the importance of accurate BMI detection in preventive healthcare 
and disease management [11]. 

3.1 Machine Learning Techniques for BMI Detection 

This section presents a comprehensive review of ML techniques utilized for BMI detection. It 
categorizes the techniques into supervised, unsupervised, and semi-supervised learning approaches, 
providing detailed descriptions of each category. Specific algorithms such as Support Vector 
Machines (SVM), Artificial Neural Networks (ANN), Decision Trees, and k-Nearest Neighbours (k-
NN) are discussed in terms of their applicability and performance in BMI prediction tasks. 
Additionally, ensemble learning methods and deep learning architectures tailored for BMI detection 
are explored [12].  

3.2 Data Sources and Features 

The quality and quantity of data play a crucial role in the performance of ML models for BMI 
detection. This section discusses various data sources used in BMI-related studies, including clinical 
datasets, wearable device data, and image-based approaches. It also examines the selection and 
extraction of features relevant to BMI prediction, such as anthropometric measurements, 
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physiological signals, and behavioural indicators. Generally, this work has been done with data from 
UCI or kaggle which is an open source. [13]. 

3.3 Evaluation Metrics and Performance Analysis 

Evaluating the performance of ML models in BMI detection requires appropriate metrics and 
methodologies. This section reviews commonly used evaluation metrics such as accuracy, sensitivity, 
specificity, and area under the receiver operating characteristic curve (AUC-ROC). It discusses the 
challenges associated with benchmarking BMI detection algorithms and proposes strategies for robust 
performance analysis [14]. Precision, recall, F1 score, and AUC score are important in analyzing of 
BMI index. Equation of these matrices is given with following equation: 

True Positive
Precision = 

True Positive+False Positive
  (1) 

True Positive
Recall = 

True Positive+False Negative
  (2) 

2 * Precision * Recall
F1 = 

Precision + Recall
   (3) 

( )

( )

( )

True Positive+True Negative
Accuracy = 

True Positive+False Positive +

True Negative+False Positive

 (4) 

True Negative
Specificity = 

True Negative +False Positive
 (5) 

4. CHALLENGES AND FUTURE DIRECTIONS 

Despite the advancements in ML-based BMI detection, several challenges persist, including data 
heterogeneity, model interpretability, and ethical considerations. This section discusses these challenges 
and outlines potential future directions for research and development in the field. It explores emerging 
trends such as federated learning, explainable AI, and multimodal data fusion for enhanced BMI 
detection capabilities. 

5. CONCLUSION 

The review concludes by summarizing key findings and insights gained from the analysis of ML 
techniques for BMI detection. It emphasizes the significance of continued research efforts in advancing 
the field towards more accurate, interpretable, and accessible BMI detection solutions. This study 
summarises the outcome in the Table 1. 

TABLE I.  OUTCOME IN PRESENT RESEARCH 

S. No. References ML Technique Outcome 

1 Delnevo, et al (2021) SVM, MLP,KNN Accuracy=80% 

2 Williams, et al (2018) CNN Accuracy=90% 

3 A. M. Hasan, et al (2016) RFC Accuracy=85% 

4 Fujihara, et al (2023) ML MODELS RMSE=0.32 

5 Amani, et al (2022) RFC , KNN Accuracy=95% 

6 Yousaf, et al (2021) VGG NET Accuracy=90% 

7 Alom, et al (2019) GAN MODEL Accuracy=95% 

8 Li, et al (2023) RNN Accuracy=31% 

9 Bembamba, et al (2022) RBF, SVM Accuracy=86% 
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S. No. References ML Technique Outcome 

10 Krizhevsky, et al (2017) CNN Accuracy=92% 
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